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An Adaptive Blended Algorithm Approach for
Deriving Bathymetry from Multispectral Imagery
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Abstract—The log-ratio method (LRM) proposed by Stumpf
et al. has been widely used to map bathymetry from multispec-
tral imagery for oligotrophic waters, while the selection criteria
of bands for the LRM have been subject to tradeoffs between
maximum detectable depth and sensitivity. In this article, we first
applied a method for global sensitivity analysis to a semianalytical
forward model of optically shallow waters with the WorldView-2
band-set. The results show that the sensitive wavelength band in
water-leaving reflectance for water depth varies from the longer
wavelength band to the shorter wavelength band with increasing
water depth. Then, we developed an adaptive blended algorithm
approach (ABAA) to seamlessly map bathymetry from the shal-
lower region to the deeper region. The LRM with different band
combinations was selected for the sub-algorithms of the ABAA. The
subalgorithms and depth range used for each subalgorithm of the
ABAA were automatically determined by the proposed applicable
depth range analysis that considers logarithmic regression for the
LRM. The ABAA was applied to WorldView-2 and Landsat-8
imagery of the Xisha Qundao. When the in situ bathymetry data are
available, compared with the LRM with the blue and green bands,
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the ABAA significantly improves the accuracy of the estimated
depth, especially for waters shallower than 6 m (root–mean- square
error (RMSE) = 0.31 to 0.94 m for WorldView-2 data, RMSE=
0.25 to 1.42 m for Landsat-8 data). When the in situ bathymetry
data are absent, the ABAA performs better than the LRM with a
single band ratio and an optimization-based method overall.

Index Terms—Bathymetry, coral reef, sensitivity analysis,
shallow water.

I. INTRODUCTION

CORAL reefs are among the most productive and bio-
logically diverse ecosystems on earth [1]. Mapping the

bathymetry of coral reefs aids in managing and protecting
coral reefs [2]. Ship-based echosounder and airborne LiDAR
bathymetry are traditionally used for measuring the bathymetry
of coral reefs. In addition, satellite-based multispectral remote
sensing technology, which carries the advantages of a high
platform and low cost, has demonstrated the potential to map
bathymetry from optically shallow waters [3]–[8].

Multispectral remote sensing inversion models based on the
radiative transfer theory can be classified into three types,
namely look-up table methods, optimization-based methods and
empirical methods [5], [7], [9], [10]. Empirical methods, such
as the log-ratio method (LRM) [7] and log-linear method [11],
which carry the advantages of relatively simple form and high
computational efficiency, have been widely applied to satellite-
based multispectral data. Among those empirical methods, the
LRM is a widely used model due to its limited empirical param-
eters. The LRM is valid due to the different water absorptions of
the two selected bands [7]. Generally, a band that is sensitive to
depth change and a band that is not sensitive to depth change are
selected [12]. In previous studies, nearly all the modified LRM
for oligotrophic waters only used a single band ratio for the
whole range of optically shallow regions [13]–[19]. A bands’
selection criteria for the LRM has been subject to tradeoffs
between maximum detectable depth and sensitivity. In theory,
the LRM with the blue and red bands may perform better than
the LRM with the blue and green bands in very shallow water
because the red band or bands with longer wavelengths have
stronger absorption than the green band or bands with shorter
wavelengths [20], [21]. From a remote sensing perspective,
whether water depth is the most or least important parameter in
explaining the variation in water-leaving reflectance determines
the selection of bands for estimating water depth [22]. Thus, we
first carry out a sensitivity analysis for a semianalytical forward
model of optically shallow water for oligotrophic waters [23].
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Since most satellite-based multispectral data, whose spatial
resolution is not lower than 30 m, have at least three bands in
the visible domain, at least three different band ratios can be used
to map bathymetry based on the LRM band selection criteria,
such as IKONOS, WorldView-2 (WV2), Landsat-8 (L8), etc.
Therefore, there is a need to build a blended algorithm approach
to solve the problem where pixels within different water depth
ranges need to be estimated by water depth with the optimal
band ratio. When considering the entire dynamic range of envi-
ronmental conditions, a blended algorithm approach is superior
to single algorithms [24]. However, some issues are associated
with the blended algorithm approach. Preliminary results of
water depth should be derived first. State-of-the-art multispectral
remote sensing inversion models indicate that the preliminary
results of water depth can be estimated. The applicable depth
range of sub-algorithms should be automatically determined
based on the selected image or study region because the different
water optical properties of different study regions may influence
the applicable depth range [15]. The applicable depth range
means the depth range to be used for a specific subalgorithm. To
the best of our knowledge, the second issue remains unresolved.
The results from sub-algorithms should be seamlessly merged.
Although the third issue has not been solved in the research
field of mapping bathymetry, similar issues in the research field
of ocean color remote sensing have been resolved [25]–[27].

One of the major limitations of empirical methods is that in
situ bathymetry data need to be collected to calibrate the empir-
ical parameters. Recently, the limitation of empirical methods
was overcome to a certain extent. The first solution type derived
the water depth with other methods, such as the wave method or
optimization-based method, which works without in situ bathy-
metric data but is often criticized due to the low spatial resolution
or the time-consuming requirements of iterative computations,
and then, the derived depth and the matched reflectance were
used for calibration [17], [28]. The other solutions attempted to
relate the empirical parameters to water properties and assumed
that water properties are spatially homogeneous [15], [16], [29].
Finally, we would like to extend the blended algorithm approach
to the condition where in situ bathymetry data are absent with
the first kind of solution.

In this article, we first carried out a sensitivity analysis for
a semianalytical forward model of optically shallow water for
oligotrophic waters to understand the contribution of water depth
to the variance of reflectance within different depth ranges in
different bands. Further, we developed an adaptive blended algo-
rithm approach (ABAA) to estimate water depth from satellite-
based multispectral data with or without in situ bathymetry data.
The LRM with optimal band ratios was selected for the subalgo-
rithms of the ABAA. In particular, a solution for automatically
determining the applicable depth range of each subalgorithm
was provided.

II. METHODS

A. Overview

The flowchart of our approach is shown in Fig. 1. First,
satellite data were reprocessed, including radiometric

TABLE I
SATELLITE-BASED IMAGERY DATA AND IN SITU BATHYMETRY DATA

USED IN THIS ARTICLE

calibration, sun-glint correction and atmospheric correction.
Second, subalgorithms (LRM with optimal band ratios)
for the ABAA and corresponding applicable depth ranges
were determined by our newly developed applicable depth
range analysis (ADRA) with in situ bathymetry data or
bathymetry results derived by an optimization-based method.
Third, subalgorithms were used to estimate water depth, and
bathymetry results estimated by subalgorithms were merged
based on their applicable depth ranges. Finally, bathymetry
results estimated by the ABAA were validated with in situ
bathymetry data and compared with two existing methods.

B. Study Site and Data

We selected Qilian Yu, Ganquan Dao, and Yongxing Dao in
the Xisha Qundao as our study sites (see Fig. 2). These three
islands are all surrounded by optically shallow coral reefs. The
area of Ganquan Dao is approximately 0.3 km2. Qilian Yu is
composed of seven small parts, namely Xisha Zhou, Bei Dao,
Zhong Dao, Sanchi Zai, Beisha Zhou, Zhongsha Zhou, and
Nansha Zhou, and the average area of each part is approximately
0.4 km2. The area of Yongxing Dao is approximately 2.13 km2.
The euphotic depth can reach 120 m near the Xisha Qundao [30],
and the Xisha Qundao are suitable for the study of bathymetric
mapping by optical remote sensing technology.

The new method was applied to WV2 and L8 data. WV2 im-
agery contains six bands in the visible range (coastal band, blue,
green, yellow, red, and red-edge band) and nine near-infrared
(NIR) bands. The spatial resolution of WV2 is 2 m in the multi-
spectral mode. Three WV2 images that cover Ganquan Dao were
used in this study. L8 contains eight bands whose spatial resolu-
tions are 30 m, namely four visible bands (coastal, blue, green
and red band), one NIR band, two shortwave infrared bands and a
cirrus band. L8 data are available free of charge via the website of
the United States Geological Survey.1 Three L8 images covering
Qilian Yu and Yongxing Dao were used for the validation of
our new method. Table I gives the satellite data and in situ
bathymetry data used in this article.

1Online. [Available]: https://earthexplorer.usgs.gov/.

https://earthexplorer.usgs.gov/
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Fig. 1. Image processing workflow to perform ABAA.

In situ bathymetry data were available for Ganquan Dao,
Yongxing Dao and Qilian Yu [Red points in Fig. 2(c) and (d)].
Bathymetric LiDAR data were collected with SHOALS-3000
(CO., OPTECH) at Ganquan Dao in 2013. The vertical accuracy
of bathymetric LiDAR data is 0.25 m. In situ bathymetry data
were collected at Qilian Yu and Yongxing Dao with a multibeam
sonar (CO., SOUTH) in 2013. The geolocation of the sonar
data was tracked by a Global Positioning System device (CO.,
SOUTH). The vertical accuracy of sonar bathymetry data is
±0.01± 0.1%H m (where H is the water depth). The ver-
tical accuracy was taken from the manual of the multibeam
sonar.

C. Preprocessing Phase

The new method will be applied to the water-leaving re-
flectance. After the radiometric calibration process, the pre-
processing phase mainly included atmospheric correction and
sun-glint correction.

1) Atmospheric Correction: An atmospheric correction
scheme described in [31] was applied to the L8 imagery. Signals
due to Rayleigh and aerosol scattering were taken as a whole
in this scheme. First, contributions from the atmosphere and
sea-surface reflectances were estimated by the reflectance of
optically deep water under the sun and in the shadow. Second,
the reflectance of clouds was considered to be independent of
wavelength, and the reflectance of optically deep water in the
green band was assumed to be known. The remaining unknowns
were obtained to correct the signals due to Rayleigh and aerosol
scattering in the other visible bands.

Since clouds with high reflectance are absent from our se-
lected WV2 images, an atmospheric correction scheme de-
scribed in [9] was used for WV2 imagery. The signal due
to Rayleigh scattering was corrected first. Then, we corrected
the upward and downward diffuse transmittances due to ozone
absorption and Rayleigh scattering. Finally, the reflectance of
adjacent optically deep water at the two NIR bands was as-
sumed to be zero, and the aerosol optical depth of the two NIR
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Fig. 2. (a) Location of Xisha Qundao. Yellow rectangle represents a region of optically shallow water near Xisha Qundao. (b) Locations of the two study sites.
(c) True color image derived from a WV2 image of Ganquan Dao. Red points are the geolocations of LiDAR data (only a subset (1%) of Lidar data is presented).
(d) True color image derived from a L8 image of Qilian Yu and Yongxing Dao. Red lines are the geolocations of ship-based sonar depth points.

bands was calculated. Provided that the aerosol optical depth in
the visible-NIR range follows the Angstrom formula [32], the
aerosol optical depth of visible bands was extrapolated from the
NIR bands.

2) Sun-Glint Correction: We adopted the sun-glint correc-
tion scheme provided by Hedley et al. [33]. In the visible-NIR re-
gion, the specular reflectance of the water surface is independent
of wavelength [34]; then the sun-glint of the visible band and the
sun-glint of the NIR band are linearly related. Therefore, a small
region of optically deep water is extracted from the imagery, and
the minimum value (RNIR_min) of the NIR band is obtained from
statistics. Then, scatter plots between the visible and NIR band
are plotted, and the ordinary least squares regression lines are
calculated. The slope (bi) of the regression line and RNIR_min

are substituted into the formula below to correct for sun-glint

R′
i = Ri − bi (RNIR −RNIR_min) (1)

where R′
i and Ri are the water-leaving reflectance of the visible

band after and before sun-glint correction, respectively. RNIR

is the water-leaving reflectance of the NIR band. For WV2

imagery, the blue, green and red bands were corrected with NIR
band 1. The coastal, yellow and red-edge bands were corrected
with NIR band 2.

D. Global Sensitivity Analysis of the Forward Model of
Optically Shallow Water

The Latin-hypercube-one-factor-at-a-time (LH-OAT)
method, which is an extension of the one-factor-at-a-time
method, was used to calculate the global sensitivity of the
semianalytical model parameters. LH-OAT was first developed
and applied to a global sensitivity analysis of the hydrology
model by Griensven et al. [35]. Although LH-OAT has not been
used for global sensitivity analysis of remote sensing models,
one-factor-at-a-time is appropriate for continuous models [36],
and the semianalytical model of optically shallow water is a
continuous model. The band-set of WV2 was chosen as an
example.

1) Semianalytical Forward Model of Optically Shallow Wa-
ter: The subsurface remote reflectance of optically shallow
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waters can be expressed as a function of the total absorption
coefficient a, total backscattering coefficient bb, sun zenith angle
θω, albedo of substratum ρ and water depth H [23] (we omit
wavelength λ for brevity)

rs =

(
0.084 + 0.17

bb
a+ bb

)
bb

a+ bb{
1− exp

[
−
(

a+bb
cos (θω)

+1.03 (a+ bb)

√
1+2.4

bb
a+bb

)
H

]}

+
ρ

π
exp

[
−
(

a+ bb
cos (θω)

+1.04 (a+ bb)

√
1 +5.4

bb
a+ bb

)
H

]
.

(2)

The total absorption coefficient is described as the sum of
chlorophyll-a (aφ), colored dissolved organic matter (CDOM)
(ag) and pure water (aω)

a = aω + aφ + ag (3)

where aω is a constant that is taken from the literature [37]. aφis
defined as follows:

aφ (λ) = [a0 (λ) + a1 (λ) lnP ]P (4)

where the parameters a0(λ) and a1(λ) are taken from the liter-
ature [38]; and P is the absorption coefficient of phytoplankton
at 440 nm. Spectral ag(λ) is expressed as follows:

ag (λ) = Gexp [−S (λ − 440)] (5)

with the exponent constant S is taken as 0.0166. G is the
absorption coefficient of CDOM at 440 nm.

The total backscattering coefficient bb is described as the sum
of pure water bbw and particles bbp:

bb = bbw + bbp. (6)

The spectral bbp(λ) is expressed as follows:

bbp (λ) = X

(
400

λ

)Y

(7)

where X is a combination of the particle backscattering coeffi-
cient at 400 nm, view angle and sea state; and Y is an empirical
parameter with a value set to 0.681.

Only one endmember was used to present the reflectance of
the substrate in every pixel. Then, the reflectance of the substrate
was modeled as follows [23]:

ρ = Bρsand (8)

where ρsand is the normalized bottom spectral shape of sand,
and B is the amplitude of the bottom spectral shape at 550 nm.
Therefore, the subsurface remote sensing reflectance of optically
shallow water is expressed as a function with five parameters:

rs = f (X,P,G,H,B; λ) . (9)

The equivalent remote sensing reflectance at the WV2 or L8
bands is calculated by the following approximation:

RSensor
rs (Bandi) ≈

∫900400 rs (λ)F Sensor
Bandi

(λ) dλ

∫900400 F Sensor
Bandi

(λ) dλ
(10)

TABLE II
PARAMETERS ANALYZED IN THE SENSITIVITY ANALYSIS

where F Sensor
Bandi

(λ) is the spectral response function of WV2 or
L8 at Bandi, which Bandi is the band name of the sensor.

The reflectance of optically shallow water was expressed
as a function of X , P , G, H , and B by the semianalytical
model. The specific space of these five parameters was analyzed
according to Table II. To match the water properties of the
study area, satellite-derived inherent optical properties (IOPs)
for adjacent optically deep waters [yellow rectangle in Fig. 2(a)]
were derived. NASA MODIS monthly average data (4 km
pixels) of absorption due to gelbstoff and detritus (ag(λ)), the
concentration of phytoplankton (Cφ) and backscattering due to
particles bbp from the Garver–Siegel–Maritorena (GSM) model
[39] from July 2012 to August 2019 were downloaded from
the GlobColor site.2 The median value of pixel drops in the
yellow rectangle in Fig. 2(a) was calculated. Absorption due to
phytoplankton at 440 nm was calculated as follows:

P = CφA (440)Cφ
−B(440) (11)

where A(440) and B(440) are 0.0403 and 0.332, respectively
[40]. The sampling ranges of three IOPs were obtained from
statistics of the time series of X , P, and G. We focus on the
variation in amplitude of the bottom reflectance, rather than the
shape of the bottom reflectance; the normalized shape of the
sand reflectance was used, and the range of B was set to values
between 0 and 0.6 [see Fig. 10(a)] The total range of the water
depth is divided into 30 parts with a step size of 1 m. Finally,
there are 30 groups of parameter space in total (see Table II).

2) Latin-Hypercube-One-Factor-at-a-Time Method: This
method subdivides the distribution of each parameter into N
strata with a probability of occurrence equal to 1/N. Random
values of the parameters are generated such that for each of
the five parameters, each interval is sampled only once. Then,
we obtain N samples, namely N Latin Hypercube points. N is
empirically set to 6 (based on our test, the number of strata does
not influence the result).

The method operates by loops. Each loop starts with a Latin
Hypercube point. Around each Latin Hypercube point, a par-
tial effect Si,j for each parameter is calculated as follows (in

2Online. [Available]: http://hermes.acri.fr/.

http://hermes.acri.fr/
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percentage) [35]:

Si,j =

∣∣∣∣∣∣
100 ∗

(
f(X,P,G,H(1+Δfi),B)−f(X,P,G,H,B)
f(X,P,G,H(1+Δfi),B)+f(X,P,G,H,B)

)
Δfi

∣∣∣∣∣∣ (12)

where f(X,P,G,H,B) refers to the forward model of opti-
cally shallow waters (9); note that wavelength λ is omitted for
brevity), Δfiis the fraction by which the parameter is changed
(a predefined constant: 0.1) and j refers to an LH point. In (12),
the parameter was increased with the fractionΔfi, but it can also
be decreased since the sign of the change is randomly defined.
Therefore, a loop requires PC 1 runs. The final effect is calculated
by averaging the partial effects of each loop and is normalized
to a range of 0-1.0.

E. Log-Ratio Method

The LRM developed by [7] is expressed as follows:

H = m0
ln (qRrs (Band1))

ln (qRrs (Band2))
+m1 (13)

where m1 and m0 are empirical parameters. H is the water
depth. q is a constant value. Traditionally, Band1and Band2
correspond to the blue and green band respectively. If in situ
bathymetry data are available, then the empirical parameters can
be tuned with in situ bathymetry data. The band ratio is defined
as follows:

Band Ratio =
ln (qRrs (Band1))

ln (qRrs (Band2))
(14)

F. Unmixing-Based Multispectral Optimization Process
Exemplar (UMOPE) Method

A robust linear mixing model was used to address the mixing
phenomenon in coral reefs. In this case, the albedo of the
substratum was modeled as follows [9], [41]:

ρ (λ) = B1ρ1 (λ) +B2ρ2 (λ) +B3ρ3 (λ) (15)

with

min <
3∑

i=1

Bi < max (16)

where ρi represents the reflectance of sand, coral and seagrass
[see Fig. 10(a)]. Bi is a combination of the proportions of
each endmember and the reflectance scaling factor for the three
endmembers. The two thresholds were empirically set to min =
0.1 and max = 1.2 [9].

Thus, Rrs is expressed as a function of seven unknown pa-
rameters (note that λ is omitted for brevity)

rs = f (X,P,G,H,B1, B2, B3) . (17)

The subsurface reflectance (rs) is translated into the re-
flectance at the water surface (Rrs) by the following equation
[23]:

Rrs =
0.5rs

1− 1.5rs
. (18)

The cost function bellow was built via spectral matching

obj =

√√√√
(
ΛBn

B1
(Rrs_model (Bandi)−Rrs_true (Bandi))

2
)

ΛBn

B1
(Rrs_true (Bandi))

(19)
where Rrs_ mod el is modeled by (17) and (18). Rrs_true is the
true remote sensing reflectance obtained from atmospherically
corrected imagery. The water depth is estimated by minimizing
the cost function by the “Fmincon” function in the MATLAB
optimization toolbox. The ranges for X , P, and G were taken
from Table II.

G. Applicable Depth Range Analysis

Legleiter and Roberts [42] developed the optimal band ratio
analysis to identify the optimal band ratio for the whole depth
range. Based on optimal band ratio analysis, we develop ADRA
to not only identify the optimal band ratio for depth ranges, but
also to identify the depth range to be used for a specific band
ratio. We call the depth range to be most appropriately used for a
specific band ratio as the applicable depth range. The coefficient
of determination (R2) in a regression of water depth against band
ratio is an index of a band combination’s fitness to a specific
depth range [42]. This index was adopted in the ADRA.

When in situ bathymetry data are available, these data are
used to conduct the ADRA. If the in situ bathymetry data are
absent, we adopted the solution provided by Liu et al. [17] to
obtain bathymetry data. Water depths estimated by the UMOPE
method were used as the measured water depths to conduct the
ADRA. We assumed that the applicable depth range of each
band ratio only varies on the upper limit, and the lower limit is
fixed as 0.

In our previous study, we found that the slope of the linear
regression line increases with the depth range [17]. In addition
to linear regression, logarithmic regression was carried out be-
tween the band ratio and water depth

H = m0 · ln
(
ln (qRrs (Band1))

ln (qRrs (Band2))

)
+m1. (20)

To explain the reason to use logarithmic regression, we simu-
lated the water-leaving reflectance with the forward model. The
median values of the ranges of X , P , and G in Table II and H
ranged from 0.2 to 40 m, with a step of 0.2 m, and were plugged
into the forward model. Reflectance spectra of sand and coral
reef were included in the forward model. The band-set of WV2
was also chosen as an example.

Taken together, ADRA was implemented with the following
steps.

1) The lower limit of the depth range is set as 0 m. The
temporary upper limit of the depth range increases from 2
to 20 m with a step of 1 m.

2) Each temporary upper limit and the lower limit form the
temporary optimal range of each band ratio. A total of
450 pixels were sampled within the temporary applicable
range. The correlation coefficient (R2) between the band
ratio and water depth was calculated. We repeated the
procedure 100 times for each temporarily applicable depth
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range and obtained 100 values of R2. Then, the average
value (ε(R2)) of R2 was calculated.

3) Scatterplots between the upper limit of the depth range
and ε(R2) were plotted for each band ratio. We selected
the depth range that has the largest value of R2 as the
applicable depth range of each band ratio.

H. Adaptive Blended Algorithm Approach

1) Determining Subalgorithms Automatically: The ABAA is
composed of several subalgorithms. However, not all the band
ratios can be used as the sub-algorithms for the ABAA because
some band ratios have the same applicable depth range. From
the perspective of depth range, each depth range has an optimal
band ratio. The optimal band ratio for each depth range can also
be derived from ADRA. In that way, a strict selection criterion
for subalgorithms (LRM with optimal band ratios) in the ABAA
was formed: If a band ratio has an applicable depth range, and
the band ratio is the optimal band ratio of the depth range,
then the LRM with the band ratio is selected as a subalgorithm
for the ABAA. Consequently, sub-algorithms sharing the same
applicable depth range do not exist.

However, some subalgorithms may share similar applicable
depth ranges (not the same), and there is a need to filter the sub-
algorithms for conveniently merging bathymetry results from
subalgorithms. First, subalgorithms were ranked in descending
order of applicable depth range. Second, from top to bottom
starting at the subalgorithm that has the second largest appli-
cable depth range, each target subalgorithm is compared with
its closest upper-level sub-algorithm (upper-level means larger
applicable depth range here). Then, if the applicable depth range
of the target subalgorithm is 2 m narrower than that of its closest
upper-level subalgorithm, the target sub-algorithm is selected as
the final subalgorithm. Finally, the subalgorithms for the ABAA
are determined.

2) Merging Bathymetry Results from Subalgorithms: The
remaining problem of the ABAA involves seamlessly combining
bathymetry results of optimal band ratios. A merging method
described in [25] was adopted, and the transition buffer is
empirically set as 2 m:

HABAA =

⎧⎨
⎩

Hi if H1 < HU
i − 1

α ·Hi + β ·Hi−1 if HU
i − 1 < H1 < HU

i + 1
Hi−1 if H1 > HU

i + 1
(21)

where H1 is the water depth estimated by the subalgorithm
that has the largest applicable depth range. If the number of
subalgorithms is more than 2, then the value of H1 was updated
after each merge operation. Hi−1 and Hi represent the water
depth estimated by the upper-level subalgorithm and lower-level
sub-algorithm, respectively. HU

i is the upper limit of the appli-
cable depth range of the lower-level subalgorithm. α and β are
defined as follows:

α =
(
H1 −HU

i + 1
)
/2 (22)

β =
(
HU

i + 1−H1

)
/2. (23)

I. Evaluation of the Method

The new method ABAA was compared with its subalgorithms
and UMOPE.

Before assessing the bathymetric results, a tidal correction
was applied to the estimated and measured depths using the
following equation:

H′ = H (t)+ � H (t) (24)

where � H(t) is the difference between the vertical reference
datum and the tidal height at time t. Tidal data were collected
from published tide tables, which were edited by the National
Marine Data and Information Service, China.

The root-mean-square error (RMSE) of the estimated depth
within 1-m-depth bins was calculated to assess the accuracy of
the bathymetry method. The RMSE is defined as follows:

RMSE =

√
1

m

∑m

i=1
(H′ −H)2 (25)

whereH′ andH are the corrected estimated depth and measured
depth, respectively; and m is the number of verification points
for different depth ranges.

III. RESULTS

A. Results of the Sensitivity Analysis

Fig. 3 shows the results from the global sensitivity analysis of
the semianalytical model. In the blue and coastal band, from 0 to
30 m, the variation in water-leaving reflectance is first dominated
by bottom reflectance and is then dominated by water optical
parameters. The results in the blue and coastal band indicate
that the variation in water depth is not important in explaining
the variation in water-leaving reflectance, compared with other
parameters. In the green band, water depth has the strongest
influence on the variation in water-leaving reflectance from 10
to 20 m, accounting for 40% of the variance. For water depths
ranging from 0 to 10 m, the variation in water-leaving reflectance
is dominated by bottom reflectance, accounting for 80%–40% of
the variance. After 20 m, the backscattering coefficient (X) dom-
inates the variation in water-leaving reflectance, accounting for
more than 40% of the variance. In the green band, the variation in
water depth is still the second largest contributor to the variation
in water-leaving reflectance from 0 to 10 m and after 20 m. In
the yellow, red and red-edge band, the variation in water depth
dominates the variation in water-leaving reflectance from 1 to 11
m, from 0 to 7 m and from 0 to 3 m, respectively. After reaching
the upper limit of those ranges, X dominates the reflectance,
which accounts for more than 75% of the variance. With the
increase in wavelength at the band, the water depth accounts
for more of the variance in the water-leaving reflectance within
different depth ranges. We also find that, with the increase in
water depth, the contribution from the water depth first increases
and then decreases in all bands.

In short, the results from the sensitivity analysis indicate
that the water-leaving reflectances at the green, yellow, red,
and red-edge band are sensitive to the variance in water depth
within specific depth ranges, and the water-leaving reflectances
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Fig. 3. Specific range sensitivity analysis of six visible bands of WV2 with the semianalytical optically shallow water model. Here, the y axes represent the
contribution from X, P, G, H, and B to the variance in water-leaving reflectance.

Fig. 4. A sample of ADRA matrices for different band ratios (WV2 image acquired in 2011). (a) ADRA matrices for ε(R2)linear regression. (b) ADRA
matrices for ε(R2)logarithmic regression. (c) Matrices for ε(R2)logarithmic regression − ε(R2)linear regression. White spheres connected by dotted line form
the applicable depth range of each band ratio. White squares connected by solid line form the optimal band ratio for each depth range. Red circles enclose the
applicable depth range for alternative band ratios.

at the coastal and blue band are not sensitive to the variance
in water depth. The band ratio with the coastal or blue band in
the numerator and green band, yellow band, red, or red-edge
band in the denominator meet the band selection criteria of
the LRM within specific depth ranges. More importantly, with
the increase of water depth, the sensitive wavelength band in
the water-leaving reflectance for the water depth varies from
the longer wavelength band to the shorter wavelength band.

B. Results of ADRA

ADRA were applied to three WV2 images and three L8
images. A sample of ADRA matrices is summarized in Fig. 4

(WV2 image acquired in 2011). The sample of ADRA was
conducted with in situ bathymetry data. An important finding
of ADRA is that there is a global maximum for the ε(R2) in
Fig. 4. Then, the maximum value can be easily automatically
recognized as the upper limit of the applicable depth range from
the ADRA matrices by comparison. Applicable depth ranges
for each band ratio are shown with white spheres connected by
dotted lines in Fig. 4(a)–(c). When the band in the denominator
of the band ratio varies from the longer wavelength band to the
shorter wavelength band, the upper limit of the applicable depth
range increases. Band ratios with the same band in the denom-
inator share similar applicable depth ranges. Furthermore, the
applicable depth range of logarithmic regression is almost the
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TABLE III
INFORMATION ON THE SUBALGORITHMS FOR THE ABAA

same as that of linear regression, and it is easy to obtain the best
regression method for a band ratio by comparing the R2 within
its applicable depth range [see Fig. 4(c)]. In Fig. 4(c), the best
regression method of optimal band ratios is nearly dominated
by bands in the denominator. When the band ratio includes
the yellow or red band in the denominator, the best regression
method is a logarithmic regression [green color in Fig. 4(c)].
When the band ratio includes the green band in the denominator,
the best regression method is more likely to be a linear regression
[blue color in Fig. 4(c)].

The optimal band ratio for each depth range is shown with
white squares connected by solid line in Fig. 4(a) and (b). With
the increase of depth range, the band in the denominator of the
optimal band ratio varies from the longer wavelength band to
the shorter wavelength band.

Based on the selection criterion of sub-algorithms (LRM
with optimal band ratios) for the ABAA, the intersection points
of the white dotted line and white solid line indicate the in-
formation of subalgorithms, including the optimal band ratios
and corresponding applicable depth ranges. The information of
subalgorithms for the ABAA is given in Table III.

When the in situ bathymetry data were used to conduct
ADRA, WV2 images acquired in 2011 and 2019 and an L8
image acquired in 2016 have three sub-algorithms. A WV2
image acquired in 2015 and two L8 images acquired in 2011
and 2017 have two subalgorithms. The LRM(B/G) usually has
the largest applicable depth. Except for the L8 image that was
acquired in 2011, when the band in the denominator of the
band ratio varies from the longer wavelength band to the shorter
wavelength band, the upper limit of the applicable depth range
increases.

When the in situ bathymetry data are absent, only two sub-
algorithms can be determined for all images. The applicable
depth range for the LRM with the yellow or red band in the
denominator is similar to those derived with in situ data. For
WV2 images, only the LRM with the yellow and green band
in the denominator can be determined. The applicable depth
range of the LRM(B/G) is unusually small for a WV2 image.
Thus, we artificially set the LRM(B/G) as a sub-algorithm of
the ABAA and set the applicable depth range the LRM(B/G) as
20 m. Note that the threshold value may change due to different
IOPs.

C. Bathymetry Result With In Situ Bathymetry Data

Density scatter plots between the estimated depth and the
LiDAR or sonar measured depth are shown in Fig. 5. The blue
arrows point to the upper limit of the applicable depth range
of each sub-algorithm. As a whole, the ABAA performs better
than the subalgorithm (LRM with a single band ratio) with
more compact scatters around the diagonal line. Among those
subalgorithms, the LRM(B/G) performs the best in the whole
depth range of the optically shallow region without significant
bias from the diagonal (the first column in Fig. 5). The LRM
with the yellow or red band in the denominator performs better
than the LRM(B/G) within their applicable depth ranges with
points more closely distributed to the 1:1 line. However, the
LRM with the yellow or red band in the denominator shows
significant biases after a specific depth, which are larger than
the upper limit of their applicable depth ranges.

Fig. 6 shows the RMSE of derived water depths within 1-
m-depth bins. The histograms indicate the number of counts
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Fig. 5. Density scatter plots of estimated depth from WV2 images and L8 images versus true depth (LiDAR data and sonar data). The red solid line represents
the regression line. Each line represents the scatter plots of an image. The blue arrows point to the upper limit of the applicable depth range of each sub-algorithm.
The first three columns represent the scatter plots of subalgorithms. The fourth column represents the scatter plots of ABAA.

within each bin. The arrows point to the upper limit of the
applicable depth range of each subalgorithm. The LRM with
the yellow or red band in the denominator performs better
than the LRM(B/G) within their applicable depth ranges with
a lower value of RMSE. For WV2 images, the LRM with the
red band in the denominator performs better than the LRM with
the yellow band in the denominator. An unexpected finding is
that the LRM(C/R) performs better than the LRM(G/R) within
the applicable depth range of the LRM(C/R) [see Fig. 6(e)] even
though they share the same band in the denominator. The ABAA

combines the advantages of subalgorithms. Compared with the
LRM(B/G), the ABAA increases the accuracy of the estimated
water depth for waters shallower than 6 m. When the water is
shallower than 6 m, the RMSE of the ABAA varies from 0.31
to 0.94 m for WV2 data and from 0.25 to 1.42 m for L8 data.

Fig. 7 shows the seamless bathymetric maps derived by the
ABAA from three WV2 images and three L8 images. Large
areas of the coral reef are shallower than 6 m, indicating that
it is important to increase the accuracy of the estimated water
depth for these shallow regions.



LIU et al.: ABAA FOR DERIVING BATHYMETRY FROM MULTISPECTRAL IMAGERY 811

Fig. 6. RMSE between estimated depth and measured depth at different ranges when the in situ bathymetry data are available. The arrows point to the upper
limit of the applicable depth range of each sub-algorithm. The histograms represent the number of counts within each bin.

Fig. 7. (a)–(c) Bathymetric map derived from ABAA with a 2-m (WV2) resolution for Ganquan Dao. (d)–(f) Bathymetric map derived from ABAA with a 30-m
resolution (L8) for Qilian Yu and Yongxing Dao. Black color represents land or invalid data. Note that the missing area due to clouds in (e) was repaired by (f).

D. Bathymetry Results Without In Situ Bathymetry Data

When the in situ bathymetry data are absent, scatter plots
between the estimated depth and the LiDAR or sonar measured
depth are shown in the first line of Fig. 8. With the increase of
water depth, the ABAA and LRM(B/G) show a similar trend to
underestimate or overestimate water depth similar to UMOPE.
Compared with the UMOPE method, the ABAA and LRM(B/G)
perform better with more compact scatters after approximately
8 m. The LRM with the yellow or red band in the denominator
performs better than the LRM(B/G) within their applicable depth

ranges with more compact scatters. However, the LRM(B/G)
performs better than the LRM with the yellow or red band in
the denominator after a specific depth. Compared with those
subalgorithms, the ABAA performs better by taking advantage
of sub-algorithms.

Fig. 9 shows the RMSE of derived water depths within 1-m-
depth bins. Except for Fig. 9(d), the comparison results for the
other images are almost consistent. For water depth ranges from
1 to 6 m, the accuracy of the LRM(B/G) is not only lower than
that of the LRM with the red or yellow band in the denominator
but also lower than that of UMOPE. For depth ranges from 1 to 3
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Fig. 8. Density scatter plots of estimated depth from WV2 images and L8 images versus true depth (LiDAR data and sonar data). The red solid line represents the
regression line. Each line represents the scatter plots of an image. The first column represents the scatter plots of UMOPE. The second and third columns represent
the scatter plots of subalgorithms. The blue arrows point to the upper limit of the applicable depth range of each subalgorithm. The fourth column represents the
scatter plots of ABAA.

m, the accuracy of UMOPE is higher than that of the LRM with
different band ratios. In Fig. 9(d) and (e), the accuracy of the
UMOPE is higher than that of LRM with different band ratios
within a wider depth range (1–5 m). Even though the accuracy of
the ABAA is lower than that of UMOPE for depth ranges from 1
to 3 m or from 1 to 5 m, the ABAA combines the advantages of
subalgorithms with a lower value of RMSE than that of UMOPE
for water depths deeper than 3 or 5 m.

IV. DISCUSSION

A. Relationship Between Sensitivity Analysis and Bathymetry
Inversion Strategy

Conducting sensitivity analysis helps in understanding the
mechanism of constructing the inversion strategy. Under the
assumption that water optical properties are highly similar across
the studied regions, the result of the sensitivity analysis in
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Fig. 9. RMSE between estimated depth and measured depth at different ranges when the in situ bathymetry data are absent. The arrows point to the upper limit
of the applicable depth range of each subalgorithm. The histograms represent the number of counts within each bin.

the green band has supported the use of reflectance data at
the green band for a wide range of water depths in previous
studies [13]–[19]. With the decrease of water depth, the sensitive
wavelength band in water-leaving reflectance for the water depth
varies from the shorter wavelength band to the longer wavelength
band (from the green band to the red-edge band). Bathymetry
results echo the results of the sensitivity analysis and show
that the LRM with the most sensitive band in the denominator
always performs the best. For example, when the water depth
is shallower than approximately 5 m, the depth in the red band
contributes more than that in the yellow or green band to the
variance of water-leaving reflectance. Then, the LRM with the
red band in the denominator performs better than the LRM with
the green or yellow band in the denominator. The ABAA takes
advantage of different band ratios, performing better than the
LRM with a single band ratio.

In addition to the selection of the band ratio, determining the
applicable depth range of each band ratio is also motivated by
the results of sensitivity analysis. We artificially set the lower
limit of the applicable depth range for each band ratio as 0 m
because the results from the sensitivity analysis show that water
depth is the largest or second-largest contributor to water-leaving
reflectance within the depth range whose lower limit is near 0 m,
and becomes one of the smallest contributors to water-leaving
reflectance when the water depth is deeper than a specific value.

In short, the sensitivity analysis ensured the mechanism of
ABAA.

B. Choice Between Linear Regression and Logarithmic
Regression

Our results indicate that when the band ratio includes the yel-
low or red band in the denominator, the best regression method
is the logarithmic regression. When the band ratio includes the
green band in the denominator, the best regression method is
more likely to be linear regression.

Fig. 10(B) indicates that the simulated reflectance and water
depth exhibit a logarithmic relation. The natural logarithm of
the simulated reflectance (ln(rs)) is linear with water depth in
bands with shorter wavelengths, such as the coastal band, blue,
and green band [see Fig. 10(c)]. The result can further explain
why the LRM with the blue and green band performs well
with the linear regression. At bands with a longer wavelength,
such as the yellow, red and red-edge band, ln(rs) and water
depth still exhibit logarithmic relationships within specific depth
ranges [see Fig. 10(c)]. Then, there is a logarithmic relationship
between the ratio between the natural logarithm of a band with
a shorter wavelength and the natural logarithm of a band with
a longer wavelength and water depth, and the ratio between the
natural logarithms of two bands with a short wavelength is linear
with the water depth [see Fig. 10(d)].

Furthermore, the relationship between water-leaving re-
flectance and water depth is the primary cause. (2) is simplified
into the following equation:

rs =
( ρ
π
− rsdeep

)
exp (−gH) + rsdeep (26)
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Fig. 10. (a) Reflectance of sand, coral, and seagrass [9]. (b)Value of simulated reflectance of WV2 as a function of water depth. (c) Natural logarithm value of
simulated reflectance of WV2 as a function of water depth. (d) Band ratio as a function of water depth. (b) and (c) share the same legend.

where g is a function of the diffuse attenuation coefficients for
both downwelling and upwelling signals. The natural logarithm
was taken on both sides of (26)

ln (rs) = ln
[( ρ

π
− rsdeep

)
exp (−gH) + rsdeep

]
. (27)

If rsdeep is equal to 0, ln(rs) is obviously linear with the water
depth (H) regardless of the value of g. Then, the band ratio is
likely linearly dependent on the water depth. In fact, rsdeep
is greater than zero, and the relationship between ln(rs) and
water depth becomes complicated. Based on our test (not shown
here), if the g value in (27) is large (corresponding to strong
diffuse attenuation in the yellow or red band), ln(rs)shows a
logarithmic correlation with water depth, regardless of the value
of rsdeep. Even though rsdeep can be calculated first [29], [43],
the value of rsdeep is not error-free. Then, ln(rs) still shows a
logarithmic correlation with water depth within a specific depth
range in the red band. In short, the logarithmic relation between
ln(rs) and water depth was caused by the strong attenuation
coefficient and the existence of optically deep water column
reflectance in (26). Taken together, when we use bands with
strong diffuse attenuation, the logarithmic regression should be
taken into consideration.

C. Factors Influencing the Selection of Optimal Band Ratios

Among those three WV2 images, the WV2 image acquired in
2015 obtained only two optimal band ratios [see Fig. 6(b) and
(e)], namely a band ratio with the green band and a band ratio
with the yellow band in the denominator. The phenomenon was
mainly caused by the signal-to-noise ratio (SNR) and interleave
between two adjacent bands.

The red or red-edge band, which has a low value due to the
strong absorption of water, usually has a low SNR. Thus, more
pixels with abnormal values will be involved in ADRA and the
coefficient of determination (R2) in a regression of water depth
against band ratio was reduced. Consequently, the advantage of
the red or red-edge band is not reflected in the coefficient of de-
termination (R2) in a regression of water depth against the band
ratio. Moreover, the advantage of the red or red-edge band is also
likely covered by adjacent bands with shorter wavelengths. For
example, the interval between the red and green band is wider
than that between the red and yellow band. Due to the lack of

a yellow band between the red and green band, L8 images can
always obtain at least two optimal band ratios, namely a band
ratio with the green band in the denominator and a band ratio
with the red band in the denominator. Thus, two optimal band
ratios can be easily selected from other high spatial resolution
images that do not have yellow bands.

From Fig. 10(d), we can observe that different bottom types
result in different correlations between the band ratio and water
depth. To some extent, ADRA can find the band ratio that is
influenced less by the bottom reflectance. Among those three
L8 images, the L8 image acquired in 2016 obtained two subal-
gorithms sharing the same band in the denominator. Neverthe-
less, we observed that the LRM(G/R) performs better than the
LRM(C/R) when water is shallower than 5 m. In other words,
bands in the numerator of the LRM also influence the applicable
depth range and bathymetry results. Bottom reflectance in the
green band contributes less than that in the costal band to the
water-leaving reflectance. Thus, ADRA can find the band ratio
that is influenced less by the bottom reflectance. If we can obtain
the bottom type first, the method can be further improved. The
improvement idea is another topic. A more detailed discussion
can be found in the literature [3], [16], [42].

D. Limitation of the ABAA

When the ABAA was applied to the situation where the in
situ bathymetry data are absent, the applicable depth range of
the LRM(B/G) is unusually small for WV2 images. However,
the applicable depth range of the LRM with the yellow or red
band in the denominator is normal. This is mainly caused by
the error introduced by UMOPE. We observed that the accuracy
of UMOPE decreases significantly with the increase of water
depth. Particularly after 8 m, a large bias of the bathymetry result
derived by UMOPE can be observed (the first column in Fig. 8).
The phenomenon is not observed from the results of L8, even
though L8 has less visible bands. It may be that the SNR of L8 is
higher than that of WV2 or the atmospheric correction method
of WV2 did not consistently produce sufficiently accurate water
reflectance from the shallow region to the deep region. Note that
we did not apply the ABAA to the imagery with three visible
bands when in situ bathymetry data were absent, because the
UMOPE method performed poorly in our previous study [17].
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The adaptive-look-up table (ALUT) can be used for imagery
with three visible bands to estimate water depth [5], [44]. The
combination of the ALUT and LRM methods is an alternative
solution.

Another limitation of the ABAA is that the information
available in all bands influenced by depth is not fully used. To
conveniently merge the bathymetry results from subalgorithms,
the filtering mechanism of subalgorithms leaves out some band
ratios that have similar applicable depth ranges as the subalgo-
rithms. The use of machine learning algorithms may be a good
solution to fully use the information available in all the bands
influenced by depth.

V. CONCLUSION

In this article, motivated by the results of a global sensitivity
analysis showing that the sensitive wavelength in water-leaving
reflectance for water depth varies from the longer wavelength
band to the shorter wavelength band with increasing water depth,
and the variance in water depth can dominate the variance in
water-leaving reflectance at the green, yellow, red, and red-
edge band within different specific depth ranges, we proposed
a blended algorithm approach that can estimate water depth
at different water depth ranges with the most sensitive band.
Since there are many operational high spatial resolution satellite
sensors that have at least three visible bands, the LRM with
applicable depth ranges or subalgorithms for the ABAA were se-
lected by our developed ADRA, which can automatically search
the applicable depth range for each band ratio. Furthermore,
logarithmic regression was taken into consideration due to bands
with strong diffuse attenuation, such as the red band.

The ABAA was applied to WV2 data and L8 data of Xisha
Qundao. When the in situ bathymetry data are available, the
verification result shows that the ABAA is outstanding compared
with the LRM with the blue and green bands in regions shallower
than 6 m (RMSE = 0.31 to 0.94 m for WV2 data, RMSE
= 0.25 to 1.42 m for L8 data). Since large areas of optically
shallow waters shallower than 6 m on Xisha Qundao can be
observed from bathymetric maps derived from WV2 or L8 data,
the ABAA demonstrates its superiority. Moreover, the modified
ABAA can also work without in situ data after incorporating the
optimization-based method (UMOPE) developed by Liu et al.
[9]. When the in situ bathymetry data are absent, compared with
the LRM with the blue and green bands and UMOPE, the ABAA
performs better overall. The major disadvantage of the ABAA
is that it cannot be applied to satellite data that have only three
visible bands when the in situ bathymetry data are absent. In the
future, this problem should be resolved.
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